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Nonnegative Tensor Cofactorization
and Its Unified Solution

Xiaobai Liu, Qian Xu, Shuicheng Yan, Gang Wang, Hai Jin, and Seong-Whan Lee

Abstract— In this paper, we present a new joint factorization
algorithm, called nonnegative tensor cofactorization (NTCoF).
The key idea is to simultaneously factorize multiple visual fea-
tures of the same data into nonnegative dimensionality-reduced
representations, and meanwhile, to maximize the correlations
of the low-dimensional representations. The data are generally
encoded as tensors of arbitrary order, rather than vectors, to
preserve the original data structures. NTCoF provides a simple
and efficient way to fuse multiple complementary features for
enhancing the discriminative power of the desired rank-reduced
representations under the nonnegative constraints. We formulate
the related objectives with a block-wise quadratic nonnegative
function. To optimize, a unified convergence provable solution
is developed. This solution is applicable for any nonnegative
optimization problems with block-wise quadratic objective func-
tions, and thus offer an unified platform based on which specific
solution can be directly derived by skipping over tedious proof
about algorithmic convergence. We apply the proposed algorithm
and solution on three image tasks, face recognition, multiclass
image categorization, and multilabel image annotation. Results
with comparisons on public challenging data sets show that the
proposed algorithm can outperform both the traditional nonneg-
ative methods and the popular feature combination methods.

Index Terms— Nonnegative matrix/tensor factorization, feature
combination, multi-task learning, multi-class image classification.

I. INTRODUCTION

NONNEGATIVE matrix factorization (NMF) [24] is pro-
posed to decompose a matrix into a product of lower-rank
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nonnegative matrices. It is further extended by tensor represen-
tation, known as nonnegative tensor factorization (NTF) [37].
Nonnegative constraints are enforced to allow only additive
combinations. An NMF/NTF approach usually results in a
rank-reduced representation of the original data. A recent
survey on NMF/NTF is referred to [4].

In this work, we further investigate the NMF/NTF and
particularly consider the feature combination problem in
computer vision. The major motivation beyond feature combi-
nation is to adaptively fuse a set of diverse yet complementary
feature spaces, e.g., color, shape or texture. Generally, different
feature descriptors are discriminative for different classes. For
example, color based features usually perform well for differ-
entiating road from sky, but not so effective for classifying the
buildings from cars. To enhance the robustness of the desired
representations, many efforts have been devoted to exploring
multiple complementary features [16], [48]. Our method can
also be applied to utilize multiple modalities of multimedia
content (e.g. visual, audio, emotions, touch etc) in multimedia
processing tasks.

Following the above methodology, we present a novel
feature fusion algorithm based on data factorization, called
nonnegative tensor co-factorization (NTCoF). The goal is
to factorize multiple different yet complementary feature
representations of the same data by synchronizing the
inter-feature correlation, such that the factorization under one
feature representation can well harness the information of
other representations. Therefore, there are two general pur-
poses in our approach: i) minimizing the factorization residues
to obtain optimal nonnegative low-dimensional representation
of the data under each feature; and ii) maximizing the
correlation between the desired low-dimensional represen-
tations of the same datum. We integrate these two pur-
poses into a block-wise convex quadratic function with
nonnegative constraints, which expresses the data with tensors
of arbitrary order (e.g. > 2) to preserve the original data
structures.

The optimization problem of NTCoF, though intractable,
can be divided into several subproblems and solved by the
alternate optimization techniques [24]. Based on the same
strategy, this work further contributes a unified framework
that can provide theoretically provable convergent solutions
to general data factorization problems. The solution is under
a wild condition, since it only requires the objective function
is block-wise quadratic which most of existing nonnegative
problems have. This solution can favor the specific formula-
tions by skipping over the tedious mathematical proof, and
thus serves as a ‘one-stop’ toolkit for solving newly proposed
data factorization problems.
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The proposed NTCoF method formulates the discriminative
data factorization problem in the setting of multi-view learning
or multi-task learning [33], [51]. Here one task is referred
to inferring the optimal factorization of the data under one
visual feature. We aim to jointly estimate the factorizations
under multiple feature representations, and impose a cross-
task constraint to maximize the correlation between the desired
low-dimensionality representations. This cross-task constraint
is valuable since factorizations under one feature may favor
different coefficients, yet enforcing the cross-task consistency
usually leads to robust coefficient estimation. In this context,
we can borrow the strength of multi-task learning to improve
the discriminative power of the dimensionality-reduced repre-
sentations. To our best knowledge, the work of NTCoF is the
first time to utilize cross-feature strategy to enhance the dis-
criminative power of nonnegative data factorizations. We apply
NTCoF for three image tasks, face recognition, multi-class
image categorization and multi-label image annotation, and
compare it to the traditional nonnegative methods and feature
combination methods on public datasets.

A. Related Works

This work is closely related to the advances in machine
learning and computer vision, which are reviewed from three
aspects, nonnegative matrix factorization (NMF) and related
optimization, multi-tasks learning and correlation analysis.

There exist many efforts on NMF related problems, and
the work of Lee and Seung [24] brings much attention to
NMF in both machine learning and computer vision com-
munities. Many alternate optimization strategies have been
proposed to solve the NMF/NTF related problems, and can
be roughly divided into three categories [4]. i) Alternate
least squares methods. It sequentially minimizes one factor
under the nonnegative constraint with other factors fixed. Thus
the original problem is divided into multiple sub-problems
and each can be solved by traditional numerical optimization
techniques. For example, Chu et al. [11] propose to use the
projected Newton’s method for optimization. The convergence
of this alternate strategy is proved by Paatero et al. in [35].
ii) Gradient descent methods. This category generally first
reformulates the constrained NMF/NTF related problem into
an unconstrained one, and then applies the standard gradient
descent approach to obtain the locally optimal factorization,
in an alternate way. A key component of this strategy is how
to choose an appropriate step size. Lin et al. [27] utilize a
projected gradient approach to heuristically select the optimal
step size, which shows better convergence performance than
the ones with fixed step sizes. However, the usage of certain
auxiliary constraint for NMF/NTF may break down the bound-
constrained optimization assumption, thus limit its applica-
bility. iii) multiplicative update methods. For each iteration,
each element of the factors is multiplied by a nonnegative
factor, and thus all the elements are strictly nonnegative if the
initial factor are nonnegative. The pioneering work is presented
by Lee et al. [24], with many extensions and followups
[26], [36], [42]. In particular, Gillis et al. [17] proposed to
accelerate the multiplicative update procedure by aggressively

updating one factor while keeping the other factor fixed.
However, one open issue of this strategy is the high complexity
and difficulty in proving the algorithmic convergence. The lat-
ter becomes even worse when NMF/NTF related formulation
contains auxiliary regularization terms. In this work, we will
develop a unified solution to above nonnegative problems with
block-wise quadratic objective function.

Multi-task learning has been extensively studied in both
theory and practice in the past literature. The basic methodol-
ogy is to learn multiple different yet correlated tasks together,
and meanwhile, to maximize the inter-task correlation. In
particular, similar idea has been widely used to combine
multiple types of features in class-level object recognition and
image classification. One popular method in computer vision
literature is Multiple Kernel Learning (MKL), that linearly
combines similarity functions between images [16], [41], [32].
Yuan et al. present a multi-task joint sparsity algorithm for
feature fusion and achieve impressive results on multiple
datasets [48]. Recently, Han et al. [18] assume the input data
in multiple tasks are generated from a latent common domain
and proposed a latent probit model to jointly learn the domain
transforms. Yang et al. [46] consider the feature correlations as
well and presented a feature selection method. In comparisons,
our method takes advantages of the non-negativity analysis
for feature fusions. Non-negativity is a natural choice while
applying factorization techniques for image related problems
as shown in [4].

Another work related with NTCoF is the Canonical Corre-
lation Analysis (CCA) [19], which has been widely used for
uncovering the pair-wise correlation between two or multiple
sets of variables. For example, Fu et al. in [15] propose to fuse
multiple features by seeking the optimal subspace and simulta-
neously maximizing the sum of canonical correlation between
different subspace representations of the same sample.
In contrast, NTCoF is characterized by following aspects.
(i) it utilizes inter-representation correlation as a type of soft
constraint for data factorization, and preserve the nonnegativity
of the synchronized components in multiple low-dimensional
representations. Nonnegativity is intuitively natural, especially
for the image tasks to study, which is however not preserved
by CCA methods [15]. (ii) NTCoF could seek good decompo-
sitions through using multiple cross-modality features (either
the visual features or the manual annotations). In contrast,
the method in [19] can only handle two feature sets.
(iii) NTCoF is formulated based on the tensor representa-
tion, which considers each input image as a two-dimensional
matrix, instead of vector. It has been recognized [4] that
vectorizing images usually leads to the loss of local structure
information, which is crucial for classification tasks. The
advantages of NTCoF over CCA will be demonstrated by
extensive experiments with comparisons.

II. NONNEGATIVE TENSOR CO-FACTORIZATION

The basic idea of nonnegative tensor co-factorization
(NTCoF) is to adaptively combine a set of diverse yet com-
plementary feature spaces, either appearance features based
on color, shape and texture, or manually annotated class
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information, e.g., labels, keywords or tags. It has been demon-
strated in the past literature that combining multiple features
will improve the discriminative power as compared to using
single feature type. Following the same methodology, in this
work, we extend the nonnegative data factorization to multi-
task setting, so the desired dimension-reduction representation
under one feature can well harness the knowledge from the
representations under other features. This new method can
naturally take advantages of the nonnegativity analysis, data
factorization, and cross-task consistency.

Let Xm = [Xm
1 ,Xm

2 , . . . ,Xm
N ], denote the nth order tensor

under the mth feature, and each datum is a (n − 1)th order
tensor Xm

i ∈ Rd1×d2×···×dn−1 , m = 1..M . M is the number of
feature representations extracted for each image. db denotes
the dimension of the bth order where b = 1..n. Notice n
is usually 3 for image tasks, and dn is the total number of
training images. We assume that Xm is nonnegative without
loss of generalization.

A. Objective-I: Data Reconstruction

The task of nonnegative tensor factorization is to derive a set
of nonnegative bases which are linearly mixed by nonnegative
encoding coefficients. Let k denote the number of the desired
bases. The factorization of Xm can be represented as the sum
of k rank-1 tensors, taking the following form,

Xm ≈
k∑

i=1

u1
i

m ⊗ . . . ub
i

m
. . .⊗ un−1

i
m ⊗ un

i
m (1)

where ⊗ denotes the Kronecker product operator, ub
i

m
denotes

a rank-1 tensor indexed by i = 1..k, b = 1..n − 1, and
m = 1..M . For clarity, we introduce a row vector Hi

m so
un

i
m = Hi

m T where T indicates the transpose of a matrix.
Let τm

i = (ub
i

m⊗)n−1
b=1 = u1

i
m ⊗ . . . ub

i
m

. . . ⊗ un−1
i

m
to

facilitate presentation. Each datum Xm is encoded as a super-
position of τm

1 , . . . , τm
k , and the reconstruction coefficients

are H m
1 , . . . , H m

k . The corresponding objective function to
optimize is,

arg min
{ub

i
m },{hi

m }

∑

m

‖Xm−
k∑

i=1

τm
i ⊗ Hi

m‖2 s.t . ub
i

m
, hi

m≥0

(2)

where ‖·‖ indicates the Frobenius norm of a matrix. Let H m =
[H m

1
T , . . . , H m

k
T ]T ∈ Rk×dn . Usually, k < min(

∏n−1
b=1 db, dn),

and H m could be considered as the dimensionality-reduced
representation of Xm with the objective of best reconstruction
under nonnegative constraints.

B. Objective-II: Mutual Correlation

In addition to minimizing the data reconstruction errors
in Eq. (2), another goal of nonnegative tensor co-factorization
(NTCoF) is to maximize the mutual correlation between the
individual factorizations under different features. This can
be achieved by maximizing the sum of pair-wise correlation
between the desired low-dimensional representations of the
same datum. Formally, in order to optimize the above two

purposes in the same objective function, we divide the coeffi-
cients matrix H m into two non-overlapping parts. Let

H m =
[

H̃ m

Ĥ m

]
, (3)

where H̃ m ∈ Rq×dn and Ĥ m ∈ R(k−q)×dn . Herein, H̃ m is
desirable for certain discriminative purpose, e.g. classifica-
tion, while the whole H m is used for the purpose of data
reconstruction. Same strategy has been used in previous works
[42], [45]. Denote Ubm = [ubm

1 , ubm

2 , . . . , ubm

k ] ∈ Rdb×k as the
basis matrix, and H = [H 1; H 2; . . . ; H M]. Accordingly, we
divide Ubm

into two parts,

Ubm = [Ũbm
, Ûbm ] (4)

where Ũbm ∈ Rdb×q and Ûbm ∈ Rdb×(k−q). Let (h̃)m
j denote

the j th column of H̃ m . Thus, the goal of maximizing the pair-
wise correlation of multiple factorizations can be encoded as,

max
H

∑

j,m �=n

(h̃)m
j

T
(h̃)n

j (5)

Since Ûbm
is the complementary space of Ũbm

, we can revert
to optimize

min
H

∑

j,m,n

e(k−q)T
(ĥ)m

j (ĥ)n
j
T

e(k−q)

⇒ min
H

T r(Ĥ Ĥ T E M(k−q)×M(k−q)), (6)

where Tr(·) returns the trace of a matrix, e(k−q) denotes
an all-one column vector of (k − q)-dimension and
E M(k−q)×M(k−q) ∈ RM(k−q)×M(k−q) denotes an all-one
matrix.

C. Unified Objective Function

We combine the objectives of Eq. (2) and Eq. (6) into a
unified objective function,

F(Ubm
, H ) =

∑

m

‖Xm −
k∑

i=1

τm
i ⊗ Hi

m‖2

+λT r(Q̂ Ĥ Ĥ T Q̂T E M(k−q)×M(k−q)), s.t . Ubm
, H m ≥ 0 (7)

where,

Q̂ =
n−1∏

b=1

diag{Q̂b1
, . . . , Q̂bm

, . . . , Q̂bM }, (8)

with,

Q̂bm = diag{|ûbm

1 |, . . . , |ûbm

k−q |} (9)

| · | denotes the �1-norm of a vector, and λ is a weighting
constant. Herein, Q̂ is introduced to scale the coefficients Ĥ
using the norms of basis, and to avoid the trial solution [42].
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III. UNIFIED SOLUTION TO NONNEGATIVE

DATA FACTORIZATION PROBLEMS

Eq. (7) is a quadratic convex function with respect to Ubm

and H m respectively, though intractable, it can be solved
by alternate optimization techniques [24], [28], [42]. Here,
we aim to develop a unified solution to these problems,
which is characterized by: 1) it provides a unified solution
to nonnegative data factorization problems with block-wise
quadratic objective functions (regularized or not, unsupervised
or supervised), and 2) it can be used as a general template to
derive update rules for new optimization problems, which are
theoretically correct and convergent. The only assumption of
this unified solution is that the objective function is block-
wise quadratic, and thus it is widely applicable for a large
community of nonnegative data factorization problems.

A. Assumption and Update Rules

The objective function of nonnegative problems usually
contains one data reconstruction term and one regularization
term, as in Eq. (7). Formally, we denote F((Ub)n−1

b=1, H ) as
the objective function to optimize and have the following
assumption.

Assumption : The objective function F((Ub)n−1
b=1, H ) is

assumed block-wise quadratic, namely, when (Ub)n−1
b=1 are

fixed, F is quadratic with respect to H , and on the other
hand, when H and (U p)n−1

p=1,p �=b is fixed, F is quadratic with
respect to Ub.

The objective function is often of high order although block-
wise quadratic, and generally a closed-form solution does not
exist. This high-order intractable optimization problem can be
transformed into a set of tractable sub-problems, and achieve
the convergence to a local optimum in an alternate way. Here,
we adopts the multiplicative nonnegative update rules method
to optimize (Ub)n−1

b=1 and H .
For given H and (U p)n−1

p=1,p �=b at the current step, the
objective function F with respect to Ub can be rewritten as,

F(Ub) = F(Ub, (U p)n−1
p=1,p �=b, H ), s.t . Ub ≥ 0. (10)

As the objective function F(Ub) is quadratic, its derivative
with respect to Ub is then of first order, which can be
expressed in the form,

∂ F(Ub)

∂Ub
=

K∑

l=1

AlUb Bl + C, (11)

where Al, Bl , and C are real-value constant matrices.
Although theoretically K shall be very large to obtain such
a general form, many popular objective functions often lead
to very small K (even with K = 1) as introduced afterward.

Letting φi j denote the Lagrange multiplier for constraint
Ub

i j ≥ 0 and � = [φi j ], we apply the Karush-Kuhn-Tucker
(KKT) condition [44] of φi j Ub

i j = 0 to the derivative of
Lagrange function and obtain

K∑

l=1

(AlUb Bl)i j U
b
i j + Cij U

b
i j = 0.

We decompose the matrix Al, Bl and C as the difference of
two nonnegative parts, denoted as Al = Al+ − Al−, Bl =
Bl+ − Bl− and C = C+ − C−, respectively. Herein, for Al

i j ,

only one of the Al+
i j and Al−

i j can be nonzero, which is also
applicable for Bl

i j and Cij . Thus, we can obtain the relation
update rule, which is consequently used as

Ub
i j ← Ub

i j×
[∑K

l=1(Al+Ub Bl−+Al−Ub Bl+)+C−]i j

[∑K
l=1(Al+Ub Bl++ Al−Ub Bl−)+C+]i j

. (12)

Appendix-A gives the mathematical proof about the con-
vergence of the above update rules. The rules for (Ub)n−1

b=1
and H can be derived in the same fashion. Once initializing
the factors, namely Ubm

and H m , the optimization procedure
alternately iterates respective multiplicative update rules till
convergence.

B. Unified Solution as a General Optimization Template

The above unified solution to nonnegative data factorization
problems can be taken as a general template to re-explain a
large community of nonnegative data factorization algorithms.
Specially, for nonnegative matrix factorization problems, the
specific update rules for certain block-wise quadratic objective
function can be obtained in two steps: i) calculate the partial
derivative with respect to each of two factor matrices to
determine the parameters defined in Eqn. (12), including
K , Al , Bl , C, l = 1..K , and ii) obtain the update rules by
substituting the parameters in Eqn. (12).

Table I summarizes the application of the solution for
NMF [24], projective NMF [49], semi-NMF [9], and convex
NMF [9]. Herein, X denotes the input matrix, and the basic
goal of above algorithms is to factorize X into the product
of a base matrix W and a coefficient matrix H . For each
algorithm, we show the algorithm name in the 1st column,
the corresponding objective function in the 2nd column, and
the solution parameters while deriving the update rules of W
for given H as well as the derived update rule for W in the
3rd column. Note that: i) we do not report the details on
the update rules for H since it has the same form as that of
that for W ; ii) convex NMF belongs to semi-nonnegative data
factorization, and the input data matrix X may have mixed
signs; iii) although the update rules for PNMF-I [49] can
be derived, it however cannot be proved convergent within
the proposed framework, since A+2 and A+3 are not constant
matrices and then the Eqn. (32) cannot be guaranteed, and
iv) in the objective function of the manifold NMF [6], the
matrix L represents the graph Laplacian matrix, defined as
L = D − G, where S is the similarity matrix defined on the
specific graph and D is a diagonal matrix whose entries are
column sums of G, namely Dii =∑

j Gi j .
From Table I, we can observe that most popular NMF

related algorithms can be unified within the same framework.
It is worthy highlighting that this unified solution can relieve
the researchers from tedious mathematical deduction on updat-
ing rules and proof of the algorithmic convergence.
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TABLE I

A UNIFIED RE-DERIVING OF A LARGE COMMUNITY OF NMF/NTF RELATED PROBLEMS. THE FIRST COLUMN INDICATES THE ALGORITHMS NAME.

FOR EACH ALGORITHM, THE CORRESPONDING THREE ROWS SHOW, FROM TOP TO BOTTOM, THE OBJECTIVE FUNCTION, PARAMETERS

FROM THE PARTIAL DERIVATIVE IN EQN. (12), AND THE DERIVED UPDATE RULE. HERE, WE SHOW THE RULES OF W FOR GIVEN

H ONLY, AND THE UPDATE RULE OF H CAN BE OBTAINED BY USING THE SAME PROCEDURE

C. Optimization of Eq. (7)

Based on the solution platform, we briefly introduce the
derivation of the update rules for solving Eq. (7).

We first derive an update rule for Ubm
, with other factors

fixed at the current step. The objective function of Eq. (7) with
respect to Ubm

can be simplified as,

F(Ubm
) =

∑

m

‖Xm
(b) −Ubm

Zum‖2

+λTr(Q̂ Ĥ Ĥ T Q̂T E M(k−q)×M(k−q)), (13)

where Xm
(b) ∈ Rdb×(db+1×...×dn×d1×...×db−1) is obtained by

flatting the tensor Xm along the bth direction [42] and
Zum

is a matrix in which the i th row is [(u p
i

m⊗)n−1
p=b+1 ⊗

Hi
m(⊗u p

i
m
)b

p=1]T .

The derivative of F(Ubm
) with respect to Ubm

is

∂ F

∂Ubm = −2Xm
(b)Zum T+ 2Ubm

Zum
Zum T+ 2λ[Odb×q , SĤ ],

(14)

with

SĤ = Edb×(k−q)
∑

m

Q̂m Ĥ m Ĥ mT
(
∏

p �=b

Q̂ pm
)T , (15)

where Odb×q ∈ Rdb×q is an all-zero matrix and Edb×(k−q) ∈
Rdb×(k−q) is an all-one matrix.

Following [24], we can obtain the update rule for Ubm
,

(Ubm
)i j ← Ubm

i j

(Xm
(b)Zum T

)i j

(Ubm Zum Zum T + λ[Odb×q , SĤ ])i j

. (16)

After updating the matrix Ubm
, we normalize the vectors

ub
i

m
as conventionally [42], and consequently convey the

norms to the coefficient matrix H m to keep the objective value
at the current step. Let H m

i denote the i th row of H m, we have,

H m
i ⇐ H m

i ×
n−1∏

b

|ub
i

m |,∀ i, (17)

ub
i

m ⇐ ub
i

m
/|ub

i
m |,∀ i. (18)

Then, we simplify the Eq. (7) with respect to H m as

F(H m) =
∑

m

‖Xm
(n) − H mT Zhm‖2

+λT r(Ĥ Ĥ T E M(k−q)×M(k−q)) (19)

where Xm
(n) ∈ Rdn×(

∏n−1
b=1 db) and H m ∈ Rk×dn . Zhm ∈

Rk×(
∏n−1

b=1 db) is a matrix, where the i th row is
[u1

i
m
(⊗ub

i
m
)n−1
b=2]T .
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Algorithm 1 Nonnegative Tensor Co-Factorization

The partial derivative of F(H m) with respect to H m is,

∂ F

∂ H m
= −2Zh

m Xm
(n)

T + 2Zhm
Zhm T

H m

+2λ

[
Oq×dn

E (k−q)×(k−q)
∑

m Ĥ m

]
, (20)

where E (k−q)×(k−q) ∈ R(k−q)×(k−q) is an all-one matrix.
Following [24], we can obtain the update rule for H m ,

H m
ij←H m

ij ×
(Zh

m Xm
(n)

T )i j

(Zhm Zhm T H m + λ

[
Oq×dn

E (k−q)×(k−q)SĤ

]
)i j

.

(21)

Algorithm 1 summarizes the entire procedure of NTCoF.
The update rules are performed iteratively to optimize the
objective function in Eq. (7). NTCoF can be used for a
number of data analysis tasks, under supervised or unsuper-
vised settings. It is worthy highlighting that while the input
data are provided in the form of matrix, NTCoF degenerates to
two-dimensional matrix co-factorization (NTCoF-2D), which
can also be solved by Algorithm 1.

IV. CLASSIFICATION VIA CO-FACTORIZATION

We discuss in this section how to infer discriminative repre-
sentations, based on the proposed co-factorization algorithm.
We consider three multi-class classification tasks, including
face recognition, general image categorization, and multi-label
image annotation.

Suppose multiple factorizations of the test data and the
training data are obtained by NTCoF or other algorithms, one
common solution to learning discriminative models [42] is
simply based on the Nearest Neighbor (NN) classifier. First,
NN is used to compute for the test sample the confidences
of belonging to specific categories under each feature. Then,
the confidences over all features are accumulated and the class
that achieves the highest accumulated confidence is assigned to
the test sample. However, this simply voting strategy does not
consider the inter-representation correlation that may provide
additional discriminative power.

In this work, we utilize the Multi-Task Joint Sparse
Representation (MTJSR) [48] to fully take advantage of the
factorization results of NTCoF. Methodologically, MTJSR

belongs to the sparse learning methods called Multi-Task Joint
Covariate Selection (MTJCS) [33], which can be regarded as
a combined model of group Lasso and multi-task Lasso [51].
By penalizing the sum of �2-norms of the blocks of coef-
ficients associated with each variable group across different
tasks, similar sparsity patterns in all models are encouraged.
Particularly, in this work, the sparse reconstruction of one
test datum under one feature is referred to as one task. The
goal of joint sparsity can be achieved by imposing �1,2-norm
constraint on the reconstruction coefficients.

We extract multiple different visual features, e.g. colors,
gradients, for each image pixel, and collect multiple feature
matrices as descriptors. These two-dimension matrixes are
further concatenated along the 3th dimension to form the 3th

tensors, served as the inputs of NTCoF. Once obtained the low-
dimensional representations of these images and the desired
basis by NTCoF, we can project the test image into the same
low-dimensional subspaces using the method in [42], assuming
the learnt basis are fixed.

Let H y = [hy 1, . . ., hy M ] denote the low-dimensional
representation of the test image, h j m

denotes the
dimensionality-reduced representation of the j th training
image under the mth feature, αm

[ j ] denotes the reconstruction
coefficient associated with the j th sample, and α j =
[α1[ j ], . . . , αM[ j ]] denotes the coefficient vector associated with
the j th training sample under different features. The joint
reconstructions of hy m, m = 1..M , over all the training
images can be obtained by solving following program,

arg min
αm

1

2

M∑

m=1

‖hym −
N∑

j=1

h j m
αm[ j ]‖2 + β

M∑

j=1

‖α j‖ (22)

where β is a tunable constant. Eq (22) is a convex but
non-smooth quadratic function, and we choose to use
the Accelerated Proximal Gradient (APG) method [48] to
efficiently solve it.

A. App-I: Multi-Class Image Classification

We classify the test image based on how well it can be
recovered from the reconstruction coefficients associated with
all the training images of each category. Letting L denote the
total number of categories and αm∗ denote the optimal coeffi-
cients solved from Eq. (22), image classification is performed
in favor of the category with the lowest total reconstruction
error accumulated over all the M tasks,

arg min
c∈{1,2,...,L}

M∑

m=1

‖hym −
N∑

j=1

δ( j, c)hm
j αm∗[ j ]‖2 (23)

where δ( j, c) takes 1 when the j th training sample contains
the label c, or 0 otherwise.

B. App-II: Multi-Label Image Annotation

The task of multi-label image annotation is to predict the
class labels for the test image, given a set of training images
that are provided with label annotations. Let z j ∈ RL×1

indicate the annotated label vector of the j th training image,
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where the binary component z j (c) takes 1 when the j th

image contains the label c, or 0 otherwise. Given the coef-
ficients αm∗ solved from Eq. (22), we can propagate the
label annotations of the training images to the test image as
follows,

zy =
M∑

m=1

∑

j

z jαm∗[ j ]. (24)

The desired label vector zy associates each potential label
with one confidence. To obtain the final annotation for the
test image, we can simple select a fixed number of top-ranked
labels, or select the labels scored larger than a threshold.

V. EXPERIMENTS

In this section, we evaluate the proposed nonnegative tensor
co-factorization (NTCoF) algorithm for three image prob-
lems, including face recognition, multi-class image catego-
rization and multi-label image annotation, and compare it
to respective popular algorithms on publicly available image
datasets.

A. Exp-I: Face Recognition

We evaluate the proposed NTCoF for face recognition
on two databases, Yale,1 and CMU PIE [39]. Yale con-
tains 165 grayscale images of 15 subjects. There are 11
images per subject, and we use 5 images for training
and the rest 6 images for testing. CMU PIE database
contains 41,368 images of 68 people, we use the sub-
set selected in [7]. It contains 170 images for each of
the 68 subjects. Among the total of 11,560 images, 20
images per subject are randomly selected as the training
set and the rest images are used for testing. We crop the
face regions and resize the cropped images to be 32 × 32
pixels.

We extract three visual features for each image pixel. The
first one is the pixel intensity, which is normalized to be
within [0, 1]. The second one is the sum of square of the
gradient magnitudes on vertical and horizontal directions.
The third one uses Local Binary Pattern (LBP) feature [1]
and describes each pixel as one of 59 8-bit patterns. The
pattern is extracted for each pixel from the surrounding
window of 8× 8 pixels. In order to make the binary patterns
of the LBP feature comparable with each other, we transform
the patterns to one-dimensional decimals while preserving
the pair-wise similarities between patterns measured by the
Hamming metric. Formally, let pi , p j denote two local binary
patterns, H(pi , p j ) denote the Hamming distance between
patterns pi and p j . Letting si , s j denote the desired values,
the related optimization has following form,

min{si }
∑

i �= j

‖si − s j‖2 exp{−H(pi , p j )}, s.t .
∑

i

s2
i = 1, (25)

which is a typical embedding problem and thus can be
efficiently solved by the Laplacian Eigenmap method [2].

1http://cvc.yale.edu/projects/yalefaces/yalefaces.html

We evaluate following algorithms for comparisons: 1) prin-
cipal component analysis (PCA) [40]; 2) nonnegative matrix
factorization (NMF) [24]; 3) nonnegative tensor factorization
(NTF) [37]; and 4) multiple feature fusion via canonical corre-
lation analysis (mCCA) [15]. For PCA or NMF, we first apply
it under every single feature to obtain the dimensionality-
reduction representations of training samples independently.
Then, NN classifier (augmented with the voting schema as
introduced in Section IV) or MTJSR classifier is utilized
to estimate the category label for the testing sample. For
these two algorithms, each image is described as a histogram
of quantized intensities, a histogram of quantized gradient
magnitudes, or a histogram of binary patterns, and the feature
dimensions are 256, 64 or 59 respectively. Differently, NTF
and mCCA can directly handle multiple feature representa-
tions. For NTF, we describe each image under one feature as a
feature matrix, and concatenate all feature matrices under one
feature along the 3th-dimension to form one 3-order tensor.
These tensors are further concatenated to form a 4-order tensor
as the algorithm input. For mCCA, each image is described
as above three feature histograms. In addition, we implement
two variants of the proposed NTCoF method. 5) NTCoF-3D,
that describes each image under a feature as a two-dimension
feature matrix (as introduced in Section IV). 6) NTCoF-2D,
that describes each image under a feature as one histogram.

For all algorithms, the dimension of the subspace (k) is
tuned within {72, . . . , 112, 122}. for NTCoF-2D and NTCoF-
3D, the parameter q is fixed as q = 0.6× k. We optimize the
parameter λ for NTCoF, the parameter β for MTJSR, and the
subspace dimension for all algorithms using the 10-fold cross
validation procedure on the training set.

We report the mean accuracy of recognition, i.e. the per-
centage of agreements between the groundtruth classes and the
predicted classes. We also calculated the standard derivations
of those recognition results calculated from ten random splits
of the datasets.

Fig. 1 shows the convergence curves of NTCoF-3D and
NTCoF-2D algorithms on the CMU PIE dataset. The dimen-
sion of desired subspace is set to be k = 100. From the
curves, one can observe that both algorithms will converge
after about 2000 iterations. We implement the algorithms using
MATLAB 2008a and conduct the experiments on a computer
with Intel(R) Core(TM)2 Duo 2.66GHz CPU and 8GB RAM.

Tables II and III report the quantitative comparisons of
various face recognition algorithms on CMU PIE and YALE
datasets. From these results, we could obtain following obser-
vations. 1) The proposed NTCoF-2D and NTCoF-3D algo-
rithms usually achieve higher accuracies as compared to
various baseline algorithms over two datasets, while using
either NN or MTJSR classifiers. Particularly, our method is
much better than mCCA [15] although both utilize multi-
modal strategy. The advantages of NTCoF over mCCA come
from the nonnegative constraints and the proposed data
factorization formulation in the setting of muti-task learning.
2) The adopted MTJSR classifier outperforms the traditional
NN classifier consistently in the previous work [42] and [44].
3) The algorithms NTCoF-2D and NTCoF-3D, that utilizes
three types of features, clearly outperform the algorithms that
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Fig. 1. Convergence curves of (a) NTCoF-2D and (b) NTCoF-3D. X-direction: iterations; Y-direction: objective function values of two methods (see Eq. 7).
The data used here is from the CMU PIE dataset.

TABLE II

FACE RECOGNITION ACCURACIES ON CMU PIE DATASET. THE FIRST COLUMN INDICATES THE ALGORITHM TO EVALUATE AND THE

REMAINING COLUMNS INDICATE THE AVERAGE ACCURACIES (%) AND STANDARD DEVIATIONS (%, IN THE PARENTHESES)

OF THE RESULTS OBTAINED FROM TEN RANDOM SPLITS OF THE DATASETS

TABLE III

FACE RECOGNITION ACCURACIES ON YALE DATASET

utilizes only two features. This is due to the fact that utilizing
more complementary features could improve the robustness
of face recognition. We obtain consistent observations on
the benefits of feature combination, which is however not
consistent in [15], partially because we use the evaluation
strategy of multiple splits of the datasets that will reduce the
effects of uncertainties in each evaluation routine. These com-
parisons well demonstrate the effectiveness of our proposed
co-factorization algorithm.

B. Exp-II: Multi-Class Image Categorization

In this subsection, we apply the proposed NTCoF-2D
based classifiers for multi-class image categorization, and
compare them with various Multiple Kernel Learning (MKL)
methods [16], [32], [41] on Oxford Flower Datasets [32] and
Caltech 101 datasets [25]. As reported in the past literature,
MKL methods can achieve the state-of-the-art algorithms on
these datasets.

The Oxford Flower dataset [32] consists of 8,189 images
divided into 102 flower categories. Each category con-
sists of 40-250 images. The categorization is carried out

based on four features, HSV, HOG, SIFTint and SIFTbdy.
The dataset is divided into a training set, a validation set
and a testing set. The training set and validation set each
consist of 10 images per category. The test set consists of the
remaining 6,149 images (minimum 20 per class). A predefined
training/validation/test split and the above features are publicly
available on the database website.2 We use the predefined
splits as aforementioned for training and parameter selection.
The ten-fold cross-validation procedure is conducted on the
validation set. Accuracy is first measured per class and then
averaged over all categories. For comparisons, we implement
the NTF + NN and NTF + MTJSR algorithms introduced in
Exp-I. The accuracies by the proposed NTCoF-2D + MTJSR
algorithm and the baselines methods are reported in Table IV.
We also list the results of the MKL method [32] for compar-
isons. We can observe that our algorithms are slightly better
than the MKL method and much better than two baselines.

The Caltech101 data set [25] contains images of 101
categories of objects plus a background class. Following the
standard experimental protocol [25], 15 images per category

2http://www.robots.ox.ac.uk/∼vgg/data/flowers/102/index.html
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TABLE IV

ACCURACIES COMPARISON ON THE OXFORD FLOWERS-102 DATASET

TABLE V

ACCURACIES COMPARISON ON THE CALTECH 101 DATASET

are selected for training and 15 images are selected for
testing. Evaluations includes all 102 classes averaged over
three random training/test splits, and the performance is mea-
sured as the mean accuracy per class. We extract from images
four features, including geometric Blur [3], Phow-gray [5],
color [23] and SSIM [38], among which the later three are
represented in spatial pyramid with two levels. Table V reports
the accuracies of various methods and the results from past
literature [16] and [41]. Again, we can observe that our
algorithms perform comparably to the state-of-the-art results
achieved by MKL.

C. Exp-III: Multi-Label Image Annotation

The public dataset COREL5K [13] is used for this experi-
ment. There are 5,000 images from 374 class labels. We use
the standard partition strategy as in [13], 4,500 images are
used for training and the rest images are used for testing.

We apply the proposed NTCoF-2D method for multi-
label image annotation and compare it with various popular
algorithms, including the co-occurrence model (co-occ) [30],
the machine translation model (MT) [12], the cross-media
relevance model (CMRM) [20], the continuous relevance
model (CRM) [22], CRM with rectangular regions as input
(CRM-Rect) [14], the multiple bernoulli relevance model
(MBRM) [14] and the supervised multiclass labeling model
(SML) [8]. For SML, we use the results corresponding to the
best parameters in [8]. All the results of above baselines are
directly from the original papers.

In implementation, we extract both global and local features
commonly used for image categorization. The global image
descriptor used here is the GIST feature [34], and the local
descriptors include the SIFT feature [29] as well as the robust
hue descriptor [43], extracted densely on a multi-scale grid
or for Harris-Laplacian interest points. Each local feature
descriptor is first extracted and then quantized using K-Means
on training samples. Images are then represented as a Bag-
of-Word histogram. These results in 5 distinct descriptors,
namely one Gist descriptor and four bag-of-features descrip-
tors (“Dense”+“SIFT”, “Harris”+“SIFT”, “Dense”+“Hue”,
“Harris”+“Hue”). Each descriptor is normalized to be a
�2-norm unit and preprocessed by Principal Component
Analysis (PCA) so the feature dimension is reduced to

Fig. 2. Image annotation results on COREL5K dataset [13]. For each image,
the labels predicted by NTCoF-2D algorithm are shown at the bottom line,
the ground-truth labels are shown at the top line.

be 256. In order to evaluate the benefits brought by dif-
ferent feature combinations, we implement two versions of
NTCoF-2D for this task: 1) NTCoF-2D (M=3), that uses
GIST feature, “Dense”+“SIFT” feature and “Harris”+“SIFT”
feature, and 2) NTCoF-2D (M = 5) that uses all five
features. In the low-dimensional feature space obtained by
NTCoF-2D, we utilize the MTJSR classifier or the multi-
label K-Nearest Neighborhood (MLKNN) [50] classifier to
propagate the image labels annotated for training images to
the test images. We choose to use NTCoF-2D, rather than
NTCoF-3D, since we try to utilize the same image descriptors
(all in the form of vectors) as in other multi-label image
annotations algorithms.

There are several free parameters, including the desired
dimension of subspace k and the parameters λ for NTCoF, the
tuning parameter β for MTJSR, and the number of neighbors
K for MLKNN classifier. We choose the parameter values
using a 10-fold cross validation procedure on the training set.
For this dataset, they are fixed to be k = 64, λ = 0.001,
β = 0.03, K = 20.

We use two standard metrics, precision and recall rates.
As in previous works [8], [14], [22], we first compute the
precision or recall for each label and then average over all
labels. For each algorithm, we list the number of labels with
nonzero recalls, which provides an indication of how many
labels the system has effectively learned. All comparisons are
conducted for the 260 labels appeared in test set. In addition,
we also evaluate the top 49 annotations to make a direct
comparison with the works in [12], [14], [20], and [22].

Table VI reports the comparison results, where the winner
of each comparison term (split by double vertical lines) is
indicated with bold font. For CO-occ [30] and SML [8],
there are no statistics for the top 49 keywords in the
corresponding papers. From the results, we can draw following
observations. First, NTCoF-2D achieves the best performances
among all the evaluated algorithms. Particularly, we obtain a
gain of 3 percents in terms of recall rate and 5 percents in
terms of precision rate, as compared to SML [8], which is one
of the most popular and effective image annotation algorithms.
Second, the algorithm NTCoF-2D (M = 5) that uses five
types of feature descriptors clearly outperform the algorithm
NTCoF-2D (M = 3) that uses three types of features in terms
of both recall and precision rates while utilizing NN or MTJSR
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TABLE VI

ACCURACIES COMPARISON OF VARIOUS IMAGE ANNOTATION ALGORITHMS ON THE COREL5K DATASET

classifier. Third, integrating MTJSR classifier with NTCoF-2D
achieve better annotation results than those by NN classifier,
which well demonstrates the effectiveness of the multi-task
joint sparse representation formulation.

Fig. 2 shows several exemplar annotations (at the bottom of
each image) produced by NTCoF-2D+MTJSR. Each image
contains at least one mismatched label compared with the
ground-truth labels (at the top of the image). The images with
completely matched annotations are not listed. We can observe
that the labels estimated by our algorithm but not contained
in the ground-truth annotations are still frequently plausible.

VI. CONCLUSIONS

In this paper, we proposed a novel nonnegative data
factorization algorithm, nonnegative tensor co-factorization
(NTCoF), for multi-modal learning problems. A quadratic
block-wise convex function was defined and an efficient
multiplicative update method was developed. NTCoF provides
a general framework for utilizing multiple representations to
obtain discriminative dimensionality-reduced representations.
We applied NTCoF for face recognition, multi-class image
categorization and multi-label image annotation, and obtained
superiorities over other subspace learning methods or the state-
of-the-art methods on several public benchmark databases.

APPENDIX

A. Preliminaries

We first introduce the concept of auxiliary function and the
lemmas which shall be used for the deduction of the unified
solution.

Definition : Function G(A, A′) is an auxiliary function for
function F(A) if the following conditions are satisfied:

G(A, A′) ≥ F(A), G(A, A) = F(A).∀A, A′ (26)
From the above definition, we have the following lemma

with proof omitted [24].
Lemma 3.1: If G is an auxiliary function, then F is non-

increasing under the update

At+1 = arg min
A

G(A, At ), (27)

where t means the t th iteration.

B. Convergence of the Update Rule Eq. (14)

Letting U = Ub, we denote Fij as the part of F(U) relevant
to Uij , and we have,

F ′i j (U) =
K∑

l=1

(AlU Bl + C)i j , (28)

F ′′i j (U) =
K∑

l=1

(Al)ii (Bl) j j . (29)

The auxiliary function of Fij is then designed as:

G(Uij , Ut
i j ) = Fij (U

t
i j )+ F ′i j (U

t
i j )(Uij −Ut

i j )

+ (
∑K

l=1(Al+Ut Bl+ + Al−Ut Bl−)+ C+)i j

2Ut
i j

(Uij −Ut
i j )

2.

(30)

Lemma A.1: G(Uij , Ut
i j ) is the auxiliary function of Fij .

Proof: Since G(Uij , Uij ) = Fij (Uij ), we need only to
show that G(Uij , Ut

i j ) ≥ F(Uij ).
First, we can obtain the Taylor series expansion of Fij ,

which is quadratic with respect to Uij , as follows,

Fij (Uij ) = Fij (U
t
i j )+ F ′i j (U

t
i j )(Uij − Ut

i j )

+1

2
F ′′i j (U

t
i j )(Uij −Ut

i j )
2. (31)

Then, since,

(Al+Ut Bl+ + Al−Ut Bl−)i j ≥ Ut
i j (Al)aa(Bl)bb, (32)

we have the following inequality

(
∑K

l=1(Al+Ut Bl++Al−Ut Bl−)+C+)i j

U t
i j

≥
K∑

l=1

(Al)ii (Bl) j j

Thus, G(Uij , Ut
i j ) ≥ Fij (Uij ) holds.

Lemma A.2: Eqn. (12) could be obtained by minimizing the
auxiliary function G(Uij , Ut

i j ) with respect to Uij .

Proof: Let
∂G(Uij ,U t

i j )

∂Uij
= 0, we have,

0 = (
∑K

l=1(Al+Ut Bl+ + Al−Ut Bl−)+ C+)i j

U t
i j

(Uij −Ut
i j )

+F ′i j (U
t
i j ).
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Then we can obtain the iterative update rule for U as,

Ut+1
i j ← Ut

i j ×
[∑K

l=1(Al+Ut Bl− + Al−Ut Bl+)+ C−]i j

[∑K
l=1(Al+Ut Bl+ + Al−Ut Bl−)+ C+]i j

,

and the lemma is proved.
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