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We present a method for detecting and tracking multiple people totally occluded or
out of sight in a scene for some period of time in image sequences. Our approach is to
use time weighted color information (i.e. the temporal color) for robust medium-term
people tracking. The temporal color is the set of pairs of a color value and its associated
weights. The weight is related to the size, duration and frequency of appearance of
the color region, as well as the number of people adjacent to the target person. It
assures our system to continuously track people moving in a group with occlusion. Most
systems have built an appearance model for each person to solve occlusion problems.
The appearance model contains certain information on the target person | color, shape,
texture, position, velocity and face pattern. We use temporal color in the appearance
model for the identi�cation of the people occluded or out of sight in the scene upon their
reappearance. Experimental results show that the temporal color is more stable than
shape or intensity in various cases.

Keywords: Multiple object tracking; visual surveillance; multiple people detection; ap-
pearance model; temporal color; human activity recognition.

1. Introduction

As a typical application of video processing technology, a lot of researchers concen-

trate on visual surveillance. Its goal is to detect and track people, and monitor their

activities in a given environment. The required capabilities of visual surveillance

system include detecting moving people, segmenting them into individual persons,

and hopefully understanding their behavior. The success of such a surveillance

system owes largely to the tracking method of which performance is independent of

�The preliminary version of this paper has been presented at the 15th International Conference
on Pattern Recognition, Barcelona, Spain in September 2000. This research was supported by
Creative Research Initiatives of the Ministry of Science and Technology, Korea.
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Fig. 1. Di�culties in continuous tracking of people.

the number of people in sight, the variation of illumination and the distance from

the camera.

The task of human tracking is far from being simple; it does more than merely

predict the next position of target persons. It should maintain a set of information

for each person who may be occluded by others or leave the scene temporarily. To

address this problem, Haritaoglu et al. proposed the appearance model for repre-

senting a person in video scenes.6

An appearance model is a set of features by which one person can be discerned

from the others. The color, shape, texture or even face patterns are the typical

features of the appearance model in video surveillance application. It is also a

common belief that a continuous and robust appearance model comes from an

appropriate choice and combination of those parameters.

In this paper, we propose a new people tracking method using an appearance

model based on the temporal color feature in the image sequences. The temporal

color feature is a set of pairs of a color value and its associated weight. The weight

is determined by the size, duration, frequency, and adjacency of a color object. The

duration and frequency of the color object are temporal and play a very important

role in the model, but the size and adjacency are not temporal properties and thus

not directly used in the model. Since, the size and adjacency have some in
uence on

the calculation of the duration and frequency weights, they are treated as temporal

color features.

The basic motivation of the temporal color is that the color of the target person’s

clothes is relatively consistent. In traditional approaches, a temporal template has

been used for continuous tracking, but its application has been limited to consecu-

tive frames with brief occlusions. Since the temporal color is a statistical informa-

tion over time, it is not susceptible to shape change or noise. This advantage of the
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temporal color enables continuous tracking even under lengthy occlusions.

This research focuses on detecting and tracking multiple people, not recognizing

their faces or gestures. The scope of this paper, however, also includes the person

identi�cation simpli�ed only for restoration of tracking data after occlusion.

2. Related Works

A people tracking system is an integration of several technologies including

detecting and tracking of humans from image sequences. Such a system is char-

acterized by various properties from the type of input camera to the algorithms of

detecting of body parts. Among others, Haritaoglu et al. introduced the W4 system5

and the Hydra system6 for detecting and tracking multiple people or the parts of

their bodies. While the W4 system is an integrated tracking system that uses a

monocular, monochrome and static camera as an input device, Hydra is a sub-

module, which allows W4 to analyze people moving in a group. Hydra segments a

group of multiple people into each individual person by head detection and distance

transform.

The P�nder system10 used a multiclass statistical model of a person and

the background for person tracking and gesture recognition. This model utilizes

stochastic, region-based features, such as blob and 2D contour. Although it performs

novel model-based tracking, it is unable to track multiple people simultaneously.

Darrell et al.4 used disparity and color information for individual persons

tracking and segmentation. Their system with stereo cameras computes the range

from the camera to each person with the disparity. The depth estimation allows

the elimination of the background noises, and the disparity is fairly insensitive to

illumination e�ects.

KidsRoom7 is an application of closed-world tracking and utilizes contextual

information to simultaneously track multiple, complex, and nonrigid objects. A

closed-world is a region of space and time in which the speci�c context of what is

in the region is assumed.

Polana and Nelson9 used the centroid of the bounding box of each walking

object as a feature. The advantage of this approach is its simplicity and the use of

body motion as a solution to the occlusion problem. However, only 2D translational

motion is considered here, and its tracking robustness could be further improved

by other features such as color, texture and shape.

Pentland et al.1;10 did not restrict blobs to regions, but expanded the method to

any homogeneous areas, such as color, texture, intensity, motion or a combination

of these. Statistics for mean and covariance were used to model the blob features

in both 2D and 3D.

3. Traditional People Tracking

The task of person tracking is complex if there are many people in a scene, and

even more so, if they are interacting with each another. The tracking task can be
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classi�ed into three types according to the time scale: short-term, medium-term

and long-term tracking.

3.1. Tracking task in temporal scale

When a target person is in the scene and under tracking, we apply the technique

of short-term tracking. It applies as long as the target stays within the scene. In

this type of tracking, we estimate the second order motion for tracking the target

person continuously.

The medium-term tracking applies after the target person is occluded, either

partially or totally, or if they reenter the scene within a few minutes. Short-term

tracking will fail in this case, since the position and size correspondences in the

individual modules are unavailable. The statistical appearance model is essential

to accomplish medium-term tracking. The appearance model has many features for

representing a person, such as shape, texture, intensity, color and face pattern.

The long-term tracking is the temporal extension of medium-term tracking. The

temporal scale is extended to hours or days. Most of the features are unsuitable for

this type of tracking, because they become unstable in such a large temporal scale.

The only stable, and therefore useful, features are facial pattern and skin color.

3.2. Tracking with an appearance model

An appearance model plays an important role in the multiple people tracking

system. Figure 2 shows the position of the appearance model within the tracking

module.

The appearance model is used only for the multiple people tracking process

because its main function is the proper segmentation and identi�cation of the group

of people. However, the appearance model can be used in short-term tracking to

make it more robust with the positional information available from the model.

Fig. 2. Appearance model in tracking.
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Table 1. Features which can be used in an appearance model. \+" means that the

feature is good or has some bene�t, and \�" means that it is poor or not useful.

Discriminating Long-term Mid-term Short-term Time
Features Power Stability Stability Stability Cost

Body position � � � + ++

Body shape + � � + �

Depth � � � + ��

Shirt color + � + + +

Texture + � + + �

Skin color � + + + +

Face pattern ++ + + + ��

Table 1 shows candidates for features which can be used in the appearance

model. Each feature has its own characteristics. The discriminating power of a

feature is its ability of identifying each person. The long-term, medium-term, and

short-term stability of a feature indicate their reliability in the corresponding

tracking. The time cost implies the amount of computation time a feature takes

in extracting feature information.

The body position and the shape are the most common features used in short-

term tracking. Both the shirt color and the texture are suitable for medium-term

tracking although the latter is more expensive to extract than the former. For

long-term tracking, only the skin color and the facial pattern are reliable features.

Since the color feature is the most feasible for fast and robust medium-term

tracking, we focused on the color-based feature only, called the temporal color

feature.

4. The Proposed System

4.1. System overview

In this paper we propose a new system for tracking many people simultaneously in

a color video.

The overall system organization is shown in Fig. 3. The system can be divided

into two parts of people localization and people tracking.

The people localization is achieved by people detection by subtraction from the

background, and person identi�cation by head detection. The people tracking part

is composed of person tracking and person identi�cation after an occlusion. The

remaining blocks of face recognition, gesture recognition, and trajectory logging

are the application-speci�c processing modules required for their own purpose.

The head detection and person tracking modules have a feedback from the

previous frame analysis. The result of the head detection is used for person seg-

mentation, and fed back to the system for detecting the head in the next frame.

After the foreground region is detected, we segment it into individual persons

in two steps: �rst, the number and the location of people in the detected region are

estimated. Second, a bounding box is established for each person in the region.
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Fig. 3. System overview.

As is implied by the rightmost block in Fig. 3, the person identi�cation module

is invoked only when the person segmentation is involved in the detection process.

And the segmentation process is triggered only when there are more than one heads

in the group of people.

The input to the tracking module is the position of the detected persons. Their

previous position and the second order motion parameters are used to estimate the

current position of the target person. The second order motion model considers the

velocity and the acceleration of the target. The �nal position of the target person

can be computed from the estimated region information and the detected region

information, and links him/her to the one in the previous frames (for trajectory

logging).

The last and remaining, if any, step of the tracking system is highly application-

speci�c. For example, face recognition and activity recognition can be added for

visual surveillance systems, or gesture recognition for human motion input systems,

depending on the application the system is designed for.

4.2. People localization

The goal of people localization is to segment all and only people in a scene. The

task is discussed in two parts: detection of people and segmentation of individual

people.

People detection is done by the frame subtraction method. The model of a

background pixel is given by three parameters set at the initialization step: the

minimum color value M , maximum color value N , and the maximum di�erence D

of the pixel between two consecutive frames of the training phase. Then a pixel

x from an input image I can be classi�ed as a foreground pixel, if it satis�es the

following equation.

jM(x) � I(x)j > D(x) or jN(x) � I(x)j > D(x) (1)

D(x) = max
t2T

(absjIt(x) � It�1(x � 1)j) (2)
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where T is the training time and It(x) represents the intensity value at pixel x, at

time t.

Some illumination e�ects, such as shadow, often arise when a person appears

in the scene or a light source is covered. They generally generate noise, the sites

of which are sometimes not �lterable. To minimize these e�ects, we add some base

threshold values to the di�erence value. The base threshold value (Tb) changes the

equation to:

jM(x) � I(x)j > D(x) + Tb or jN(x) � I(x)j > D(x) + Tb : (3)

Next, segmentation of the detected region starts if there are more than two

heads in the region. Since the only information at hand is the head position, the

segmentation task begins with the head detection.

At �rst, we estimate the torso axis from the head blobs, and the distance from

the axis to each pixel is computed. The distance designates, for each pixel, which

axis is nearer to the pixel than other axes. The distance measure used here has �rst

been described in Ref. 6 as:

n(x; y) =
�(x; y)

P

z(�(x; z))
where �(x; y) =

minz(d(x; z))

d(x; y)
(4)

n(x; y) in the above equation is called the normalized distance of the original path

distance d(x; y).6

4.3. Tracking with temporal color feature

The temporal information along the video frame sequence is conjectured to have

a potential for accuracy and speed-up. This point will be discussed here together

with a solution for brief occlusions.

4.3.1. Temporal color feature

The idea of introducing temporal color feature came from the need to utilize the

shirt color information in the appearance model. In this research, we de�ned the

temporal color F by a set of color values C and their temporal weights w as follows:

F = f(C1; w1); (C2; w2); : : : ; (Cn; wn)g (5)

where n is the number of color clusters.

The �rst step of calculating the temporal color is clustering the color space. For

each person or a blob, we obtain a color histogram, and then calculate the mean

color for each histogram bin. Finally, two bins are merged if their color values are

similar. In this way, we can obtain two or three color clusters for each person.

The temporal weight is a function of the size, the duration, the frequency of

associated color clusters and the existence of adjacent objects. The color information

of a bigger size, longer duration, and with no adjacent object is more reliable. We
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Fig. 4. Temporal color extraction.

de�ne the relation between the weight w, the size S, the duration and frequency

TA and the adjacency function (�) as:

wt
n /

St
n � TAt

n

�(t)
(6)

where, wt
n is the weight for the nth color at time t, St

n is the size of the nth color

cluster at time t, TAt
n is the duration when the nth color comes into view till time t.

The higher the temporal weight, the more reliable its associated color value is.

S is constant which means size of person and while the TA (time accumulation

variable) increases as the same color is detected continuously. The adjacency � is a

function of the size of target person and the distance from another adjacent person,

and expressed as:

�p(t) =
X

q

s

Ap

(xt
p � xt

q)
2 + (yt

p � yt
q)

2
(7)

where (xp, yp) is the center of target person p, and q an adjacent person at time t.

A is the length of the target in the direction that the adjacency occurs. However,

this function is too complex to be applied directly to the model. In the next two

sections, we will simplify these parameters for e�cient calculation.

4.3.2. Color feature used in temporal color

The color clustering algorithm and the color distance measure are directly related to

the accuracy and e�ciency of the proposed method. There are many color clustering

algorithms and color representations. To choose an appropriate algorithm for the

proposed method, we consider

� whether the number of color clusters is known or not,

� the color clustering algorithm must be computationally e�cient,

� the color similarity measure must be tolerant to illumination variation and noise.
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In the proposed method, a color cluster is obtained by histogram analysis. In

this step, we represent each foreground pixel by the YUV color model.8 The YUV

color representation has an advantage that it separates the luminance component

(Y ) and the chrominance components (U; V ). This advantage makes it possible to

minimize the e�ect of white illumination, and we are led to the following YUV color

distance measure between pixels i and j:

d = �(Yi � Yj)
2 + �((Ui � Uj)

2 + (Vi � Vj)
2) (8)

where � and � are weights for luminance components and chrominance components,

respectively. For minimizing the e�ect of white illumination, � must be larger than

�. These values can be determined empirically.

To construct histogram bins, the Y , U , and V components are divided equally

and the histogram bin whose value is over a given threshold is selected as the repre-

sentative color cluster. The average color value of all pixels in a selected histogram

bin is the color feature in the proposed method. If we divide the histogram into

bins of the same size, serious errors may occur where one cluster is a mixture of

two or more distinct clusters. Instead, we have all color values of a selected cluster

be compared to each other before deciding whether the two closest color clusters

are merged.

4.3.3. Modeling of temporal weight

Modeling the temporal weight in a computational system requires a simpli�ed and

concrete representation. The size and the adjacency a�ect only the degree of TA.

The degree of TA is the value of the temporal weight increased and decreased with

the time. TA represents the duration and frequency of the appearance of the pixel,

the color of which being the same as TA’s associated color. The basic notion is to

increase its weight when the color appears continuously in successive frames, and

to decrease it when the color disappears frequently or long.

To simulate the e�ect of the size, the increasing and decreasing degrees of TA

are adjusted to the size. We calculate the increasing degree (Di) and the decreasing

degree (Dd) by

Di =
� jSt � St�1

m j

St�1
m

c + 1

Dd = b
St�1

St�1
m

c + 1

(9)

where

St
m =

St�1
m (t � 1) + St

t
:

Here St
m is the average size of the shape until time t, and St is the size at time t.

When TA is increased, only Di is employed, and when TA is decreased, only Dd is

employed.
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Fig. 5. The three cases considered in the simpli�ed adjacency test.

In addition, we simpli�ed the adjacency function to the following adjacency

test:

� isolated shape: accumulate its color information,

� partial occlusion: accumulate the color information except the emerging or

vanishing colors,

� total occlusion: accumulate its color information for an occluding person, but

not for the occluded person.

Now we can summarize the proposed method of calculating the temporal weights

as follows:

� If t = 0, represent each color cluster by the temporal color value and its associated

weight and the initial value is set to the base weight.

� If t = n, decide whether to increase the temporal weight or to decrease it,

according to the result of the adjacency test.

� At t = n, increase each weight of the color feature by Di, when there is a similar

color feature at t = n � 1; otherwise, decrease it by Dd.

One �nal remark is that only those elements whose weight is greater than

the minimal base weight are used for similarity computation and then for person

identi�cation.

4.4. Tracking framework with temporal color

Now that the tracking framework based on the appearance model for person iden-

ti�cation has been described, the description about the tracking framework for the

appearance model employing the temporal color is in order.

In the short-term tracking process, the second order motion estimates are used

for continuous tracking of an object. The motion estimation and color feature

matching is performed simultaneously to �nd correspondence between two consec-

utive frames when the target is occluded or out of sight. The positional similarity

by motion estimation and the color similarity by temporal color feature are also

used with di�erent weights according to the result of the adjacency test as:
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Fig. 6. Frames showing an occlusion. During occlusion, the occluded person B refers to the
occluding person for his position estimate.

� case 1 isolated: use only the position with the second order motion model,

� case 2 partially occluded: use the position and the color feature

simultaneously,

� case 3 totally occluded: an occluding person is tracked like an isolated

person, and an occluded person only refers to the information of occluding person,

� case 4 after occlusion: use the position and the color feature; the position

for an occluding person is used,

� case 5 after missing: use the color feature and the positional information,

that is, the position at which he/she was missing.

The occluding person in cases 3 and 4 plays an important role in medium-term

tracking, in which the position of the occluded person is not continuous. Since the

position of the occluded person is approximate to that of the occluding person in

total occlusion, the position of the occluding person can be considered as that of

the occluded person.

The detailed process of the tracking module is described as follows:

Let

� detected persons[]: the detected and segmented persons in the current frame

� tracked persons[]: the persons who are continuously tracked until the previous

frame

� missing persons[]: the persons who have temporarily vanished from the previ-

ous frame

for each person in detected persons[]

if person is adjacent or occluded

�nd a corresponding person by using the position and the similarity of the

color feature (cases 2{4)

else

�nd a corresponding person by using only the position (case 1)

if person exist

update the position and the temporal color feature of the appropriate person



August 26, 2003 9:34 WSPC/115-IJPRAI 00270

942 S. Kang, B.-W. Hwang & S.-W. Lee

Fig. 7. Changes of temp oral weight( w) in ideal case.

else
�nd a corresponding person by using the color feature and the limited
position (case5)
if person exist

move the person from missing persons[] to tracked persons[]
else

create a new person, initialize its temporal color, and then insert it to
the tracked persons[]

Figure 7 shows the evolution of the temporal weight for the �rst element of the
temporal color set in an ideal casein which there is no error in the detecting and
tracking processes.It is assumedthat this element of the temporal color feature is
the main color of the target person.Initially in Fig. 7, the weights increasegradually
until an occlusion occurs. At the beginning of occlusion, the increasingrate of the
occluded person is lowered becausehis color disappears gradually by occlusion.
During the total occlusion, the weight accumulation occurs only in the occluding
person. In real experiments, there may even be somedecrement due to detection
errors or noise.

The initial value of the temporal weight is set to the minimum threshold as
denoted by the dotted horizontal line in Fig. 7. If the weight falls below the
threshold, the color value associated with it is ignored in the person identi�ca-
tion process.It is noted that setting the initial value to the minimum threshold
allows that two personsenter the scenetogether with occlusion.


