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Abstract

In this paper, we present an e$cient video parsing method for automating content-based video indexing and retrieval
using shot boundary detection and camera operation analysis techniques. In the shot boundary detection, the local color
information is used in order to eliminate the false detection caused by an abrupt change of illumination such as camera
#ash or thunder. In order to reduce the computation time in the shot boundary detection, an adaptive time window is
applied to this procedure. Local spatio-temporal images and multilayer perceptron are used for analyzing camera
operations. The proposed method uses a learning algorithm with spatio-temporal information in the frame and does not
process the entire video image to reduce the processing time. In order to verify the performance of the proposed
automatic video parsing method, experiments have been carried out with a video database that includes news,
documentary and movie. Experimental results demonstrate the e$ciency of the proposed video parsing tech-
nique. ( 2001 Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

Advances in multimedia technologies have demon-
strated that video data is a very important and common
medium for education, broadcasting, publishing, and
military intelligence. However, the e!ective use of video
data is seriously limited by the lack of technologies that
make the organization and retrieval of information from
video data sources easy and e!ective. Moreover, it is
di$cult to represent and manage video data due to its
time-dependent nature [1]. When we watch video data, it
usually takes about 2 h. We sometimes skip the video

data to get to an overview or search for a speci"c part.
Therefore, a method for fast video data browsing that
enables a viewer to get an idea of the video content
without watching it entirely, is one of the most desirable
functions. Content-based video indexing and retrieval is
one method that "nds and manage the essential informa-
tion of video data [2]. It is desirable to enable viewers to
get a summary of the sequence of the video data without
seeing its whole sequence.

An automatic video parsing is necessary for the con-
tent-based video indexing and retrieval. Video parsing
involves two tasks: a video segmentation and a video
indexing. The video streams are segmented into elemen-
tal units such as shots and scenes at the video segmenta-
tion stage (see Fig. 1). The elemental units are labeled
based on their content information at the video indexing
stage. Generally, the video data consists of three basic
units: frame, shot, and scene. A frame is an individual
image. A video shot can be de"ned as consecutive frames.
Finally, a scene is comprised of a collection of one or
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Fig. 2. Di!erent types of transition between shots. (a) Cut, (b) fade, (c) dissolve.

Fig. 1. The hierarchical structure of a video.

more adjoining shots that focus on an object or several
objects of interest. Shots are the basic unit for video
manipulation. There are many di!erent transitions be-
tween shots. The simplest transition is cut, but the other
transitions include fade, dissolve, wipe, and so on. Some
of examples are shown in Fig. 2.

Camera operation analysis is useful for partitioning
and indexing the video data. There are six basic camera
operations (Fig. 3).

In this paper, an e$cient video parsing method
using the shot boundary detection and the camera opera-
tion analysis is presented. For the shot boundary detec-
tion, local color information is used. In order to reduce
the computation time, an adaptive time window is utiliz-
ed. Local spatio-temporal images and multilayer percep-
tron (MLP) are used for analyzing the camera opera-
tions. This method is reliable and fast, because it utilizes
the learning algorithm with spatio-temporal information
in the frame and does not have to process the entire
image.

The rest of this paper is organized as follows: Section
2 describes the previous works; Section 3 proposes a shot
boundary detection method; Section 4 describes a new
camera operation analysis method; Section 5 describes the
experimental results; and Section 6 concludes this paper.

2. Previous works

In this section, we review previous research on shot
boundary detection and camera operation analysis.
Early methods for shot boundary detection focused on
cut detection, and more recent researches focus on grad-
ual transition detection.

2.1. Shot boundary detection

The major techniques that have been used for the shot
boundary detection are pixel di!erences, edge di!erence,
and histogram comparison. In these methods, if the
di!erence between two adjacent frames exceeds
a prede"ned threshold, then the latter frame is detected
as a shot boundary.

Zhang et al. [1] proposed a method using pixel di!er-
ences. This is the easiest way to detect shot boundary. In
this method, the number of pixels was counted, if the
pixels' gray values are greater than a threshold. This
count is compared against a second threshold to deter-
mine if the shot boundary has been found. In this
method, a 3]3 "lter was used in order to eliminate
sensitivity to camera movement and noise e!ects.

In the methods using edge di!erence, the number and
position of edges in edge-detected images were compared
to reduce the e!ects of camera motion [4]. The percent-
age of edges that enter or exit between the two adjacent
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Fig. 3. The six basic camera operations [3].

frames was computed. Shot boundaries were detected if
the percentage exceeded the prede"ned threshold. This
method was more accurate at detecting cuts and much
less sensitive than chromatic scaling, but it needed much
more computing time than the other methods.

The histogram comparison is the most common
method used to detect shot boundaries. The simplest
method using the histogram computes gray levels or
color histograms of the two adjacent frames. In these
methods, if bin-wise di!erence between the two histo-
grams of two adjacent frames exceeds a threshold, the
shot boundary is detected. Zhang et al. [1] implemented
the histogram comparison using gray-level histogram,
demonstrating that it was very e$cient for detecting shot
boundaries. Swanberg et al. [5] used gray-level histo-
gram di!erences in regions weighted by how likely the
region was to change in the video sequence. However, the
generalization ability of this method is very poor because
it needs the special models of the video scenes.

The above methods for the detection of shot bound-
aries have signi"cant problems caused by camera motion
and object movement, noise, and gradual transitions.
One way to resolve these problems is to analyze the
various camera operations.

2.2. Camera operation analysis

The method of camera operation analysis was ad-
dressed "rst through motion vector "eld analysis [3], by
matching motion vector "elds with prede"ned models
in Hough space for various camera operations. This
method was computationally expensive because it used
optical #ow and block matching algorithm to analyze
the direction of motions in the video data. Moreover, it
was greatly a!ected by noise (such as the vibrations of
a camera caused by unintentional movements of the
cameramen's hands) and the frames in a sequence that
were spoiled by #ashlights.

Zhang et al. [6] proposed a camera operation analysis
method using motion vectors in MPEG-type video data.
In this method, the predetermined prototypes of motion
vectors caused by the camera operations were used.

Tonomura and Akutsu [7] proposed a new camera
operation analysis method using X-ray images obtained
by computing the average of each line and each column
in successive frames. The corresponding method operates
on groups of x-t and y-t spatio-temporal images. An x-t
(respectively y-t) spatio-temporal image is obtained by
"xing the variable y (respectively x) constant in the mov-
ing image box. Up/down motions are represented in the
y-t image and left/right motions are represented in the x-t
image. An edge detection is "rst performed for all the
spatio-temporal images; the intensity and the gradients of
edges are calculated. Then a horizontal (respectively ver-
tical) X-ray image is obtained by taking weighted integral
for the edge images of x-t images (respectively y-t images),
weighting on the intensity of edges.

Maeda [8] proposed a modi"ed method, based on the
method of Tonomura and Akutsu [7], that would to
reduce the computing time. In this method, the spatio-
temporal images made in sub-blocks are used to analyze
camera operations.

However, some di$cult problems remain in the cam-
era operation analysis. All methods often fail when very
large object motion cannot be discriminated from back-
ground motion; even in cases in which the semantics
processing of a human viewer succeeds in distinguishing
between the two objects. Also, some methods are too
sensitive to noise.

3. Shot boundary detection

The method of histogram comparison is the most
common method for detecting shot boundaries from a
raw video data. This method is quite simple, but ignores
spatial information in the frame. Also an error rate caused
by an abrupt luminance change is very high. In order to
solve this problem, color histogram comparison is pro-
posed. However, this method needs an additional compu-
tation time to convert one color model into other. In this
paper, the mean of color values in local sub-blocks is used.
This feature contains the spatial information of a frame
and is robust when the abrupt luminance change occurs.

3.1. Local color histogram comparison

In this paper, we propose a new method for e$cient
shot boundary detection, using the local color informa-
tion modifying the net comparison method [9]. In this
proposed method, the mean of color values in local sub-
blocks is used to more fully utilize the spatial information
in a frame, and to eliminate a false detection caused by
abrupt luminance changes. The basic notions used in this
paper for detecting the shot boundaries are given as
follows.

Assume that each pixel in an image has the same
probability to change. The similarity SIM used for
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detecting the shot boundaries is de"ned as follows:

SIM(n,n#k)"1!
N

C
(n, n#k)

N
, (1)

where N is the total number of sub-blocks in one frame,
N

C
is the number of sub-blocks that are changed between

two frames, and k is the size of window,

N
C
(n, n#k)"

N~1
+
i/0

u
n,n`k

(i). (2)

In Eq. (2), u is the function de"ned as follows:

u
n,n`k

(i)"G
1 if DH

n,n`k
'¹
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0 otherwise,
(3)

where DH and DS represent the di!erence of mean values
of hue (H) and saturation (S), between two sub-blocks,
respectively.
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In Eqs. (4) and (5), E
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S
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(k). Hn

i
(k) and Sn

i
(k) are the hue and satu-

ration value of the kth pixel located at the ith sub-block
in the nth frame, respectively.

The proposed algorithm for the shot boundary detec-
tion described above is summarized as in Algorithm 1.

Algorithm 1. Proposed algorithm for the shot boundary
detection

1. Determine the number and the position of sub-blocks.
2. Convert RGB color into HSV color.
3. Compute the mean values of hue (H) and satura-

tion (S) at each sub-block.
4. Compare the corresponding sub-blocks in the adjac-

ent frames by computing the di!erence DH and DS.
5. If one of the DH and DS is greater than the prede"ned

threshold ¹
sub

, we determine that this sub-block has
been changed: otherwise it has not been changed.

6. If the ratio of the changed sub-blocks to the total
number of sub-blocks is greater than
the threshold ¹

frame
, a shot boundary is declared.

3.2. Adaptive time window

It is time consuming to apply a shot boundary detec-
tion method to every frame in a video sequence, because
most all video shots comprise of dozens of frames, and
the frames within a shot are very similar in color and
content. In order to reduce the computation time, we use
a time sliding window which represents the size of a shot.
All the frames within the time sliding window are similar,

so the process to compare the di!erence between them
can be skipped. However, there may be a high error rate
in a method using the "xed size time window when the
sampling rate is higher than the size of the time window.
So, we used an adaptive time window whose size can be
changed. An algorithm for the adaptive time window is
given in Algorithm 2.

Algorithm 2. An algorithm for the adaptive time window

WindowSize " MaxWindowSize;
for (i"0; i(TotalNumberOfFrames; i##) M

NextFrameNo " CurrentFrameNo # WindowSize;
if (IsSimilar (F (CurrentFrameNo), F (NextFrameNo))) M

CurrentFrameNo " NextFrameNo;N
else M

if (WindowSize "" 1) M
CurrentFrameNo " NextFrameNo;
WindowSize " MaxWindowSize;N

else M
WindowSize " WindowSize/ScaleFactor; NNN

In Algorithm 2, if the size of a shot is larger than the
window, there is not a shot boundary within the window,
and the time sliding window moves to the next. Other-
wise, the size of the window is reduced by the scale factor
to "nd the exact shot boundary.

4. Camera operation analysis

In this section, we propose a method for analyze the
camera operations using 2D spatio-temporal images and
a multilayer perceptron. The entire procedure of the
proposed method is shown in Fig. 4.

First, the 2D spatio-temporal images are generated
for a given period. Then, the 2D discrete fast Fourier
transform and the power spectrums are applied in order
to analyzing the texture of the spatio-temporal images.
Finally, the multilayer perceptron is used to analyze the
camera operations.

4.1. Spatio-temporal image

A spatio-temporal image is the representation of a
path that a pixel moves for a given time. They have
a special texture if pixels move in the same direction, so
we can extract the direction of pixels by analyzing the
texture of the spatio-temporal image. The spatio-tem-
poral image is formed by stacking up the corresponding
segments in a time sequence. Fig. 5 shows how spatio-
temporal images are generated [8].

As shown in the Fig. 5, a segment is a horizontal or
a vertical line in a frame. So, one spatio-temporal image
is su$cient for only one direction, horizonal or vertical.
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Fig. 4. The procedure for analyzing the camera operations.

Fig. 5. A process to generate the spatio-temporal image.

Fig. 6. An architecture of an MLP for analyzing the camera
operations.

The positions and directions of segments depend on the
kind of camera operations which are analyzed. In this
paper, two directions* a horizontal and a vertical axis
* are used, and an appropriate number of segments are
placed in a frame to get the exact camera movement.

The camera operations can be extracted by analyzing
the texture of the spatio-temporal images because the
spatio-temporal images have a unique pattern when
special camera operations occur. The two-dimensional
discrete Fourier transform (2DFFT) and the power spec-
trum are used to analyze the textures in the spatio-tem-
poral images. The direction h

k
of the spatio-temporal

image in each segment can be calculated from Eq. (6)

p (h
k
)'p (h

i
) (iOk, i, k"0,2, n), (6)

where p (h) is de"ned as p (h)"+
r
P (r, h). P(r, h) is the

power spectrum in polar coordinates form.

4.2. Camera operation analysis using multilayer
perceptron

In this paper, two MLPs are used. One is for horizon-
tal direction, and the other is for vertical direction. The

architecture of the two MLPs used to analyze the camera
operations is the same. This MLP has three layers: one
input layer, one hidden layer and one output layer.
Fig. 6 shows the architecture of an MLP used for ana-
lyzing camera operations.
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Fig. 7. The standard data for training the MLPs. (a) Standard training data for the horizontal camera movements. (b) Standard training
data for the vertical camera movements.

Table 1
Video data used for experiments

Video Video size The number The number
category (minutes) of shot

boundary
of camera
operations

News 20 218 19
Documentary 10.35 92 31
Movie 10.48 71 17

The input layer has k]k nodes, and each node gets the
direction extracted by analyzing each spatio-temporal
image as input data. The number of nodes in an input
layer depends on the size and the number of the spatio-
temporal images in a frame. In this paper, a size of 32]32
and 25 segments (5]5) are selected through the prelimi-
nary experiments.

The hidden layer has 10 nodes to maximize the per-
formance of the MLP. The output layer has 6 nodes
corresponding each camera operation. For example, in
case of the MLP for horizontal direction, each node in
the output layer represents the still, right, left, zoom in,
zoom out, or ambiguous case. The data created by
adding the random noises into the standard training data
are used to train the networks. The standard training
data for each MLP are given in Fig. 7.

5. Experimental results

In order to verify the performance of the proposed
video parsing method, experiments have been carried out
with the various video data. The category, size and com-
ponents of each video data are given in Table 1. All video
data were digitized at a size of 320]240 pixels at 15
fps (frames per second).

5.1. Results of shot boundary detection

We compare the proposed method with previous
methods. The selected previous methods are pixel-wise
comparison (PWC), gray-level histogram comparison
(GHC), local block gray-level histogram comparison
(LGHC), histogram comparison of di!erence image
(HCOD), and edge image comparison (EIC). The di!er-
ence between frames of each of the two methods is

de"ned as follows:

v Pixel-wise comparison (PWC):

P=C(n,n#k)"
+N~1

i/0
'

n,n`k
(i)

N
, (7)

where '
n,n`k

(i) is the function that returns 1 if the di!er-
ence between two pixels of two frames is greater than the
prede"ned threshold, ¹

pix
, otherwise returns 0. '

n,n`k
(i) is

de"ned as Eq. (8). In Eq. (8), DG
n,n`k

"DI
n
(i)!I

n`k
(i)D. I

n
(i)

is the gray value of the ith pixel in the nth frame is

'
n,n`k

(i)"G
1 if DG

n,n`k
(i)'¹

pix
,

0 otherwise.
(8)

v Gray-level histogram comparison (GHC):

GHC (n, n#k)"
Q~1
+
i/0

DG
n
(i)!G

n`k
(i)D, (9)

where G
n
(i) is the ith gray-level histogram value of the nth

frame, and Q is the size of a histogram bin.
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Table 2
Performance of the shot boundary detection methods

Method News Documentary Movie

N
C

N
FN

N
FP

N
C

N
FN

N
FP

N
C

N
FN

N
FP

PWC 164 54 344 82 10 103 53 18 150
GHC 194 24 135 78 14 89 61 10 153
LGHC 202 16 303 87 5 104 63 8 128
HCOD 190 28 135 85 7 89 62 9 97
EIC 208 10 104 88 4 67 65 6 116
Proposed
method

202 16 181 87 5 89 63 8 111

Table 3
Computing time (frames/s)

Method Video categories

News Documentary Movie

PWC 11.2 10.7 11.5
GHC 6.0 6.6 6.4
LGHC 7.2 6.9 7.0
HCOD 8.4 8.6 8.4
EIC 3.5 3.0 3.5
Proposed method 10.8 10.2 10.5

v Local block gray-level histogram comparison (LGHC):

¸GHC (n, n#k)"
Nb~1
+
b/0

Q~1
+
i/0

DG
n
(b, i)!G

n`k
(b, i)D, (10)

where N
b

is the number of local blocks in a frame, and
G

n
(b, i) is the ith gray-level histogram value of the bth

local block in the nth frame.
v Histogram comparison of diwerence image (HCOD):

HCOD (n, n#k)"
+

ib*~Tpix ,Tpix +
hod (i)

+Q~1
i/~Q`1

hod (i)

"

+
ib*~Tpix ,Tpix +

hod (i)

N
, (11)

where hod (i) is the ith histogram value of the di!erence
image between two frames, and hod(i) is de"ned as fol-
lows (in Eq. (12), f

n
is the nth frame):

hod (i)"G ( f
n
!f

n`k
, i). (12)

v Edge image comparison (EIC):

EIC (n, n#k)"max (o
in
, o

out
), (13)

where o
in

and o
out

are the number of entering edge pixels
and exiting edge pixels in frames, respectively. o

in
and

o
out

are de"ned as follows:

o
in
"1!

+
x,y

EM
n
[x#dx, y#dy]E

n`k
[x, y]

+
x,y

E
n
[x#dx, y#dy]

, (14)

o
out

"1!
+

x,y
E
n
[x#dx, y#dy]EM

n`k
[x, y]

+
x,y

E
n
[x, y]

, (15)

where E
n
is the edge image of the nth frame, and EM

n
is the

dilated image of E
n
. (dx, dy) is a representative motion

vector between two frames.

Table 2 compares the results of the shot boundary
detection of the previous methods and the proposed
method. All of methods including the proposed method
were designed to examine every frame of the test video
data (N

C
, N

FN
and N

FP
represent the number of frames

correctly detected, the number of false negatives and the
number of false positives, respectively).

The edge di!erence comparison shows the best perfor-
mance in detecting the shot boundaries, which the local
block gray-level histogram comparison and the proposed
method show the good performance as compared with
other methods. However, the number of false positives
detected by the local block histogram comparison was
too large.

Table 3 shows the computing time of each method.
According to Table 3, the pixelwise comparison method
and the proposed method are faster than the others. The
edge image comparison method shows the worst perfor-
mance in computing time because it needs very complex
procedures.

The edge image comparison seems to be the best
method when computing time is not important. The pixel-
wise comparison and the gray-level histogram compari-
son can be recommended for applications where the ratio
of false positive is not important. Therefore, the proposed
method seems to be the best algorithm in view of perfor-
mance and computing time.

5.2. Results of camera operation analysis

We classify the basic camera operations in three
classes: horizontal movement, vertical movement, and
zoom in and out. The examples of the video data used in
these experiments are shown in Fig. 8.

Table 4 shows the results of camera operation
analysis of the proposed method. In Table 4, the com-
position type represents the data in which two or more
simple camera operations are mixed together. The exam-
ples of this composition are panning with zooming in,
tilting with zooming out, panning with tilting and zoom-
ing in, etc.

The documentary video data in Table 1 is used for
these experiments. The proposed method detected cor-
rectly simple camera operations, but performed poorly in
detecting composite camera operations. In the case of
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Fig. 8. The examples of the video data used in the camera operation analysis. (a) Horizontal movement, (b) Vertical movement, (c)
Zoom in.

Table 4
Results of the camera operation analysis

The type of The number of
camera operations camera operations N

C
N

FN
N

FP

Horizontal movement 25 19 6 75
Vertical movement 9 6 3 0
Zoom in/zoom out 10 7 3 21
Composition 23 11 12 57

horizontal movement detection, an error rate caused by
moving objects is high, so the number of false positives
is rather large.

6. Conclusions

In this paper, we have proposed an e$cient video
parsing method for detecting shot boundaries and for
analyzing camera operations. In the proposed method,
since local sub-blocks can remove the in#uence of some
factors such as light changing di!erent irradiance, local
color information excluding value information was used
for detecting shot boundaries to eliminate the false detec-
tion caused by an abrupt change of illumination such as
camera #ash or thunder.

In order to reduce the computation time in shot
boundary detection, an adaptive time window has been
applied to this procedure. In this method, since we can
skip similar frames, the calculation time to detect a shot
boundary can be dramatically reduced in the case of
a long shot. This method is e$cient for documents or
movies, but is not good for dynamic videos such as sports
or commercial advertisements.

Local spatio-temporal images are used for analyzing
camera operations. We can increase the reliability of the
proposed method using multilayer perceptron. The pro-
posed method is fast because it does not have to process
the entire video image.

Experimental results with various video data sources
demonstrated the e$ciency of the proposed video pars-
ing method. For further study, the detection capabilities
for shots caused by various gradual transitions should
be developed. In addition, the position and direction of
segments should be experimented with during the vari-
ous camera operations.
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